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1 Introduction

Random walk is a well-known model that has been extensively studied and applied in
various fields. It is a stochastic process that describes a path of a particle which moves in
some fixed medium. For example, it can be used to characterise diffusion of a dye in water
or virus spread during a pandemic, see [1] or [7]. However, many practical applications
require the environment where the system evolves to be irregular with inconsistent varia-
tions. It is natural to model such a medium as a ’random environment’ where parameters
for a walk are chosen at random according to some probability distribution. Surprisingly,
many theorems describing walks in a random environment differ substantially from the
corresponding theorems for walks in a fixed environment. This rule of thumb applies also
to the main result of this article - Theorem 4.1. It provides a limiting distribution of
the number of visits to the most frequently visited points by a random walk in a random
environment. The result is significantly different from the previously known theorem
regarding walks in a fixed environment.

2 Random walk in a random environment

2.1 General theory

In this chapter, we provide a precise construction of a random walk in random environ-
ment (RWRE). We also fix some notation that will be used throughout the article.

Firstly, we introduce a probability space that allows us to randomly choose an environ-
ment.

(Ω,A, P ) = ((0, 1)Z, Bor(0, 1)Z, P )

An environment is an element α = {αn}n∈Z of the measurable space (Ω,A). Once an
environment α is chosen it remains fixed and determines transition probabilities for the
walk. In this article, we consider one dimensional nearest-neighbour walks that start from
the origin.

Secondly, for each environment α there is a probability space

(Θ,F , Pα) = (ZN, Bor(ZN), Pα)

where ZN denotes the set of all possible trajectories, F is the corresponding σ−algebra
and Pα is a probability measure. A stochastic process X = {Xn}n∈N ∈ Θ is a RWRE if

Pα(X0 = 0) = 1

and

Pα(Xn+1 = k|Xn = l) =


αl if k = l + 1,

1− αl if k = l − 1,

0 otherwise.

Finally, we introduce the ultimate probability space

(Ω×Θ,A⊗F ,P), (1)

where P is a probability measure induced by letting

P(A× F ) =

∫
A

Pα(F )P (dα), for A ∈ A, F ∈ F .
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2.2 i.i.d. environment

For the purpose of this study we assume that the measure P is chosen in such a way
that α = {αn}n∈Z forms a doubly infinite sequence of independent identically distributed
random variables.
An extraordinary phenomenon is known for such a walk. It is possible that

Xn
n→∞−−−→∞ P a.a. and Xn

n

n→∞−−−→ 0 P a.a.

I.e., it is possible that a walk escapes to infinity but slower than linearly, see introductory
paragraphs of [11]. Let mi = 1−αi

αi
. The above phenomenon occurs when

E[logm0] < 0 but E[m0] ≥ 1, (2)

see [13].

For the purpose of this article we assume that

E[logm0] < 0 (3)

so that the walk escapes to infinity, see [11], but we also assume that there exists a
positive number ψ ∈ (0, 2) for which

E[mψ
0 ] = 1, (4)

and
E[mψ+δ

0 ] <∞ for some δ > 0. (5)

2.3 Examples

To clarify assumptions stated above, we provide a few specific examples.
Ex. 2.1. Firstly, note that for a walk in a fixed environment it is impossible to meet both
conditions in (2). Indeed, if α0 is a constant, and so is m0, then 0 > E[logm0] = logm0

implies 1 > m0 = E[m0].
Ex. 2.2. Secondly, consider a RWRE where the environment α = {αn}n∈Z is i.i.d. with
distribution

P(α0 = 3/4) = 3/5 and P(α0 = 1/3) = 2/5.1

Then
E[m0] = 1 and E[logm0] ≈ −0.38 < 0.

So the conditions in (2) are met.
Ex. 2.3. Thirdly, we want to provide some intuitions why random environment allows
for a convergence to infinity that is slower than linear. For a RWRE, if E[logm0] < 0
then the walk drifts towards infinity. If simultaneously E[m0] > 1 then P(m0 > 1) > 0.
But

0 < P(m0 > 1) = P(1−α0

α0
> 1) = P(α0 <

1
2
).

Hence, the walk may experience local drifts towards −∞. This causes the delay in
converging to +∞. The delay is measured by the parameter ψ. In particular, the delay
leads to a sublinear convergence.

1This is an example adapted from [12].
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Ex. 2.4. Lastly, note that if we assume (2) with a slightly stronger condition, namely
E[m0] > 1 then there exists a unique positive ψ ∈ (0, 1) such that both (4) and (5) hold.
Indeed, let

Λ(s) = E[ms
0].

We may prove (4) and (5) easily by using the below facts

• Λ(0) = 1 and Λ(1) > 1.

• Λ′(0) = E[logm0] < 0.

• Λ is a convex function.

See Figure 1.

E[m0]

1

1ψ

s

Λ
(s

)

Figure 1: A visual depiction of the parameter ψ.

3 Correspondence between random walks and branch-

ing processes

Now, we briefly introduce a well known correspondence between random walks and
branching processes. The below explanation is taken from [11]. Recall that Xn is, as
always, a RWRE. Define

Tn = min{t : Xt = n} = hitting time of {n},
Un
i = number of steps from i to i− 1 during [0, Tn)

= |{t < Tn : Xt = i,Xt+1 = i− 1}|.

Observe, that

n = XTn −X0

= number of steps to the right during [0, Tn)− number of steps to the left during [0, Tn).
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Hence

Tn = number of steps during [0, Tn)

= number of steps to the right during [0, Tn) + number of steps to the left during [0, Tn)

= n+ 2× number of steps to the left during [0, Tn)

= n+ 2
∑
i

Un
i .

By the definition of U i
n, U i

n = 0 for i ≥ n and∑
i≤0

Un
i ≤ total time spent by Xt in (−∞, 0] <∞ P a.a.

because Xt
n→∞−−−→ ∞ P a.a. under (3). Hence we are mostly interested in Un

i for
i ∈ {1 . . . n− 1}.

Now we discover a branching process hidden in the process Xt. We start by describing
how to transform a trajectory of a RWRE into a forest (a list of trees representing a
branching process) and then we provide a formal construction.

Figure 2 depicts a trajectory of a RWRE. Green segments represent moves to the right and
red segments represent moves to the left. Dotted points mark the first visits on a given
positive level. Figure 4 depicts the corresponding branching process. Transformation of
Figure 2 into Figure 4 is illustrated in Figure 3 and can be done as follows

• remove all green segments whose right end is a dotted point;

• apply glue from above on all the remaining segments;

• fold the plot horizontally so that corresponding segments will be glued together.

Now, we provide a formal construction. For a moment fix the environment α = {αn}n∈Z.
Conditionally on this environment Xt is a Markov chain. A step from i to i − 1 can
happen

• either between Ti and the first step from i to i+ 1,

• or between two successive steps from i to i+ 1.

When Xt0 = i for some t0, then the conditional probability, given α = {αn}n∈Z and
X0, . . . , Xt0 of going k times from i to i−1 before the next move from i to i+1 is αi(1−αi)k.
From this we see that the conditional distribution of Un

i , given A and Un
i+1, . . . , U

n
n−1 is

precisely the distribution of the sum of 1+Un
i+1 independent random variables V1, V2, . . . ,

each with geometric distribution

Pα(Vl = k) = αi(1− αi)k. (6)

In other words, for a fixed α = {αn}n∈Z and n the sequence Un
n = 0, Un

n−1, . . . , U
n
1 has

the distribution of the first n generations of an inhomogeneous branching process with
one immigrant in each generation and with offspring distribution (6) for all particles in
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the (n − i − 1)th generation. When α = {αn}n∈Z is random then the branching pro-
cess also evolves in random environment. The book Branching processes, [2], elaborates
very diligently on these matters. Because αn−1, . . . , α0 have the same distribution as
α0, . . . , αn−1 it follows that the sequence Un

n = 0, Un
n−1, . . . , U

n
1 has the same distribution

as Z0, . . . , Zn−1 where Z0 = 0, Z1, Z2, . . . forms a branching process in random environ-
ment with one immigrant each unit of time and offspring distribution (6).

Figure 2: A realization of a RWRE until time T6, i.e. until the walk Xt reaches level 6.
Dotted points represent the first visits on a given positive level. For example, U6

4 = 3 or
U6

3 = 7.

Figure 3: Transformation of a trajectory of a RWRE into a realisation of a branching
process. Dashed green lines are removed, segments pointed by arcs are glued together.
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Figure 4: A branching process Zt that corresponds to the walk in figure 2. Large dots
represent immigrants. Recall that we number the epochs from 0 and ξl,k = number of
offspring of the k−th particle in the l−th generation of the branching process {Zt}. Here
ξ1,0 = 0, i.e. the first particle (the immigrant) in the first epoch has no children. ξ1,1 = 3,
i.e. the second particle in the first epoch has 3 children. ξ1,2 = 0, i.e. the third particle
in the first epoch has no children.

4 Problem answered by the article

Let Xn be a RWRE. In this paper we are interested in calculating how many times the
walk visits a given point. Namely, let

η(x, n) = |{k ≤ Tn : Xk = x}| for x ∈ Z,
η∗(n) = sup

x∈Z
η(x, n).

We prove that
η∗(n)

n1/ψ
converges to the Fréchet distribution, i.e.

Theorem 4.1. Assume (3), (4) and (5), then, for y > 0,

P
(
η∗(n)

n1/ψ
> y

)
n→∞−−−→ 1− exp(−Cy−ψ) (7)

for some constant C.

Note that visits on negative levels are irrelevant from the perspective of (7). Indeed,

Fact 4.2.
supx∈Z,x<0 η(x, n)

n1/ψ

n→∞−−−→ 0 P a.a. (8)
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Proof. For x < 0

η(x, n) ≤ total time spent by the walk in (−∞, 0) <∞

because Xt
n→∞−−−→ +∞.

Now, observe that

supx∈Z,0≤x<n η(x, n)

n1/ψ
≤ η∗(n)

n1/ψ
≤

supx∈Z,x<0 η(x, n)

n1/ψ
+

supx∈Z,0≤x<n η(x, n)

n1/ψ
+

1

n1/ψ
. (9)

Indeed, we obtain the lower bound by taking the sup over a smaller set and the upper
bound by splitting the sup domain into 3 parts {x < 0}, {0 ≤ x < n} and {x = n}. Fact
4.2, inequalities in 9 and Slutsky’s theorem, see [14], imply that in order to achieve limiting

distribution of
η∗(n)

n1/ψ
it is enough to analyse the behaviour of

supx∈Z,0≤x<n η(x, n)

n1/ψ
.

Thanks to the correspondence between RWRE and branching processes in random envi-
ronment (BPRE) we can express η(x, n) in terms of process Zt, namely

Lemma 4.3. For 0 ≤ x < n

η(x, n)
d
= 1 + Zn−x−1 + Zn−x (10)

Proof. η(x, n) counts how many times the walk visited level x. It is equivalent to the
sum of

• 1 = the first entry on level x

• Zn−x−1 = number of times the walk went from level x+ 1 to level x

• Zn−x = number of times the walk went from level x to level x− 1. Every time the
walk enters level x− 1 it has to return to level x, because Xt

n→∞−−−→ +∞.

Looking back at (10), it seems sensible to focus first on M ′
n = maxk=1...n Zk before cal-

culating Mn = maxk=1...n(Zk + Zk−1). We first provide a few facts about M ′
n and then

return to η∗(n).

5 Notation

Let us fix some notation

1. {αn}−∞<n<∞ - an i.i.d. sequence of random variables with values in [0,1] - the
environment.

2. A = σ{αn : −∞ < n <∞}.

3. mi =
1− αi
αi

- an i.i.d. sequence. Throughout the article we assume that E[logm0] <

0 and E[m0] ≥ 1.
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4. ψ ∈ (0, 1) - a unique positive number for which E[(m0)ψ] = 1.

5. Z0 = 0, Z1, Z2, . . . - a branching process in a random environment with one immi-
grant in each epoch and offspring distribution as in (6).

6. ξl,k = number of offspring of the k−th particle in the l−th generation of the branch-
ing process {Zt}.

7. Sl,k = number of descendants alive in epoch k of the Zl particles present at time l.

8. Ys total progeny of immigrant s.

9. Rn = E[Zn | A]. In a sense, as we shall see, Rn behaves similarly to Zn.

10. ν = inf{n : Zn = 0} - a stopping time, an extinction time.

11. For a fixed A > 0, let σ = σ(A) = inf{n : Zn > A} - a stopping time.

6 Stochastic recursions

Process Zn has properties similar to those of some stochastic recursion. Now, we shall
provide a few known results regarding the recursion. They are not necessary for the
proof of the main theorem. But hopefully, they could help with getting some intuitions
on issues considered in this paper. The proof of the main result is provided in the
subsequent chapters.

Fact 6.1. Rn follows a recursive formula{
R0 = 0,

Rn = mn−1Rn−1 +mn−1 for n ≥ 1.
(11)

Proof. Of course, R0 = E[Z0 | A] = E[0 | A] = 0. Now, we show that R1 = m0. This
is evident. Given an environment α = {αn}n∈Z, Z1 is a random variable distributed
with geometric distribution with parameter α0, i.e. Z1(α, ·) ∼ Geo(α0). Moreover, m0 is
A-measurable and for any A ∈ A∫

A×Θ

Z1dP =

∫
A

∫
Θ

Z1(α, t)dPα(t)dP (α) =

∫
A

E[Z1(α, ·)]dP (α) =

∫
A

m0dP (α) = m0.

(12)
Now, using the same reasoning as in (12), we see that

E[ξn−1,l | A, Zn−1 = j] = mn−1, for 0 ≤ l < j.

Hence,

Rn = E[Zn | A] = E[

Zn−1∑
k=0

ξn−1,k | A] =
∞∑
j=0

E[

j∑
k=0

ξn−1,k | A, Zn−1 = j]P(Zn−1 = j|A)

=
∞∑
j=0

j∑
k=0

E[ξn−1,k | A, Zn−1 = j]P(Zn−1 = j|A) =
∞∑
j=0

(j + 1)mn−1P(Zn−1 = j|A)

= E[(Zn−1 + 1)mn−1 | A] = mn−1 E[Zn−1 + 1 | A] = mn−1(Rn−1 + 1).
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Equation (11) is an example of stochastic affine recursion. Processes like these were
studied by many authors, for example see [10]. By lemma 1 from [11] we know that

Lemma 6.2. Assume that the distribution of mi is non-arithmetic, E[mψ
i ] = 1,E[logmi] <

0 and E[mψ+δ
i ] <∞ for some δ > 0. Then, the stochastic recursion{

W0 = 0

Wn = mn−1Wn−1 +mn−1,

converges in distribution, i.e.

Wn
n→∞−−−→
d

ν where ν(t,∞) ∼ Ct−ψ, (13)

for some constant C. The above result is also true if the initial condition W0 = 0 is
replaced by W0 ∼ ν.

Moreover, by lemma 3.1.4 from [5] it is known that

Lemma 6.3. The maxima Qn = maxk=1...nWk of a stochastic recursion{
W0 ∼ ν

Wn = mn−1Wn−1 +mn−1,

converge in distribution, i.e.,

P(Qn ≤ n
1/ψx)

n→∞−−−→ exp(−θx−ψ), (14)

for some constant θ > 0 and ν from Lemma (6.2).

We would like to apply the above lemma for the recursion Rn. To do so, we need to prove
that the theorem holds when the initial condition W0 ∼ ν is replaced by W0 = 0.

Theorem 6.4. The maxima M̃n = maxk=1...nRk converge in distribution, namely

P(M̃n ≤ n
1/ψx)

n→∞−−−→ exp(−θx−ψ), (15)

Proof. This follows from Lemma 6.3. Let us use the same notation as in Lemma 6.3. We
compare Wn with Rn. They follow the same recursive pattern but Rn starts from R0 = 0.

|W0 −R0| = |W0|
|W1 −R1| = |m0W0 +m0 −m0R0 −m0| = m0|W0|
|W2 −R2| = |m1W1 +m1 −m1R1 −m1| = m1|W1 −R1| = m0m1|W0|.

By induction
|Wn −Rn| = m0m1 . . .mn−1|W0|.

Recall that mi are i.i.d. and E[logmi] < 0. Hence by the strong law of large numbers

|Wn −Rn| = |W0| exp(n
∑n−1
i=0 logmi

n
)
n→∞−−−→ 0 P a.a.

Since mi are non-negative, R0 = 0 and ν is distributed on non-negative numbers, it follows
that both Wn and Rn are non-negative. By Lemma 6.3, Wn is unbounded. Hence, by
the above calculation, Rn is also unbounded. So, by Fact (10.1) we deduct that∣∣∣M̃n −Qn

∣∣∣ n→∞−−−→ 0 P a.a.

Recall that Qn converges in distribution. This implies, see Fact 10.2, that M̃n also
converges in distribution, to the same limit distribution.
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7 Some auxiliary lemmas

Later we work with some well established results regarding RWRE. We cite them below.
This is lemma 2 from [11]. This tells us in particular that E[ν] exists.

Lemma 7.1.
P (ν > t) ≤ K1 exp(−K2t), t ≥ 0,

for suitable K1, K2. Moreover, E[ν] <∞.
Now comes lemma 3 from [11]. It shows us that the total number of offspring of immi-
grants on levels σ(A), σ(A) + 1, . . . , ν − 1 is small for a large A.

Lemma 7.2. If ψ ≤ 2 then for all ε > 0 there exists A0 = A0(ε) <∞ such that

P(
ν−1∑

s=σ(A)

Ys ≥ εx) ≤ εx−ψ for A ≥ A0.

We cite one more lemma from [11]. This one will be helpful later when we use Markov’s
inequality or Breiman’s lemma.

Lemma 7.3. If ψ ≤ 2, then for a fixed A

E[Zψ
σ ;σ < ν] <∞. (16)

Moreover, (16) has a finite limit as A→∞, so it is bounded for all A.

Next, we provide a slight modification of lemma 5 from [11]:

Lemma 7.4. If ψ ≤ 2 then for all ε > 0 there exists A1 = A1(ε) such that

P

(
∞∑
t=σ

∣∣∣∣∣(Sσ,t − Zσ
t−1∏
i=σ

mi)

∣∣∣∣∣ ≥ εx, σ < ν

)
≤ εx−ψ E[Zψ

σ ;σ < ν]

for A ≥ A1.

Note: lemma 5 from [11] bounds P
(∣∣∑∞

t=σ(Sσ,t − Zσ
∏t−1

i=σmi)
∣∣ ≥ εx, σ < ν

)
, but in fact

the provided proof bounds P
(∑∞

t=σ

∣∣(Sσ,t − Zσ∏t−1
i=σmi)

∣∣ ≥ εx, σ < ν
)
.

Finally, we provide quite a technical lemma.

Lemma 7.5. Fix A. On the set σ < ν,

P (Zσ−1 + Zσ ≥ y, σ < ν) = o(y−ψ),

i.e. yψP (Zσ−1 + Zσ ≥ y, σ < ν)
y→∞−−−→ 0.

Proof. We shall take advantage of Lemma 7.3. On the set σ < ν, for y > A,

yψP (Zσ−1 + Zσ ≥ y, σ < ν) ≤
yψP (Zσ ≥ y − A, σ < ν) =

yψ

(y − A)ψ

∫
{Zσ≥y−A,σ<ν}

(y − A)ψdP ≤

yψ

(y − A)ψ

∫
{Zσ≥y−A,σ<ν}

Zψ
σ dP =

yψ

(y − A)ψ

∫
Zψ
σ 1{Zσ≥y−A,σ<ν}dP

y→∞−−−→ 0

by Lemma 7.3 and Lebesgue’s dominated convergence theorem.
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8 Proof of the main result

We start by proving a lemma that will be extremely useful in proving the main theorem.

Lemma 8.1.

P
(

max
k≤ν

(Zk−1 + Zk) ≥ y

)
∼ Cy−ψ for y →∞,

for some constant C.

Proof. Fix ε ∈ (0, 1). Take an A large enough so that lemmas 7.2 and 7.4 hold, i.e.

A > max(A0(ε), A1(ε)).

For any y > 2A

P
(

max
k≤ν

(Zk−1 + Zk) ≥ y

)
= P

(
max
σ≤k≤ν

(Zk−1 + Zk) ≥ y

)
∼†

P
(

max
σ<k≤ν

(Zk−1 + Zk) ≥ y

)
= P

(
max
σ<k<ν

(Zk−1 + Zk) ≥ y

)
,

(17)

where ∼† is a direct consequence of Lemma 7.5. Recall that Sl,k = number of descendants
alive in epoch k of the Zl particles present at time l. Observe that, for k ≥ σ,

Zk = (total progeny of Zσ particles alive in epoch k) +

(total progeny of immigrants σ, σ + 1, . . . , k − 1 alive in epoch k)

= Sσ,k + Ik.

It follows that

P
(

max
σ<k<ν

(Zk−1 + Zk) ≥ y

)
=

P
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k + Ik−1 + Ik) ≥ y

)
.

(18)

We bound terms in equation (17) from below and above.
Firstly, from below.

P
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k + Ik−1 + Ik) ≥ y

)
≥

P
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k) ≥ y

)
.

(19)

Secondly, from above.

P
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k + Ik−1 + Ik) ≥ y

)
≤

P
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k) ≥ y(1− ε)
)

+ P
(

max
σ<k<ν

(Ik−1 + Ik) ≥ yε

)
.

(20)

Let us analyse the second term first.

P
(

max
σ<k<ν

(Ik−1 + Ik) ≥ yε

)
≤

P

(
ν−1∑
s=σ

Ys ≥ yε

)
≤ (Lemma 7.2) ≤ εy−ψ

13



It remains to analyse P (maxσ<k<ν(Sσ,k−1 + Sσ,k) ≥ z) . We will show Fact 8.5, namely

P
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k) ≥ z

)
∼ Cz−ψ.

Note that
Sσ,k = 0 for k ≥ ν,

because ν is the extinction time. So

P
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k) ≥ z

)
= P

(
max
σ<k

(Sσ,k−1 + Sσ,k) ≥ z, σ < ν

)
(21)

Now we want to take advantage of Lemma 7.4. We shall use the following notation.

Πp,q :=

q∏
i=p

mi and Πp = Π1,p.

We assume that product over an empty set equals 1.

The plan is to compare equation (21) with the value of (22).

P
(
Zσ max

σ≤k
(Πσ,k−1 + Πσ,k) ≥ z, σ < ν

)
. (22)

Fact 8.2. On the set σ < ν

P
(∣∣∣∣max

σ<k
(Sσ,k−1 + Sσ,k)− Zσ max

σ≤k
(Πσ,k−1 + Πσ,k)

∣∣∣∣ > εz

)
≤ εz−ψ E[Zψ

σ ;σ < ν]

Proof. Observe that on the set σ < ν

P
(∣∣∣∣max

σ<k
(Sσ,k−1 + Sσ,k)− Zσ max

σ≤k
(Πσ,k−1 + Πσ,k)

∣∣∣∣ > εz

)
≤

P

(
∞∑

k=σ+1

|(Sσ,k−1 + Sσ,k)− Zσ(Πσ,k−2 + Πσ,k−1)| > εz

)
≤

P

(
∞∑

k=σ+1

|Sσ,k−1 − ZσΠσ,k−2| > ε
2
z

)
+ P

(
∞∑

k=σ+1

|Sσ,k − ZσΠσ,k−1| > ε
2
z

)
≤

2P

(
∞∑
k=σ

|Sσ,k − ZσΠσ,k−1| > ε
2
z

)
≤ (Lemma 7.4) ≤ εz−ψ E[Zψ

σ ;σ < ν]

The proof of Fact 8.2 is complete.

Fact 8.3. On the set σ < ν

P
(
Zσ max

σ≤k
(Πσ,k−1 + Πσ,k) > z, σ < ν

)
∼ Cz−ψ E[Zψ

σ ;σ < ν],

for some constant C.

14



Proof. There is a well known fact, see theorem 1.3.8 from [9],

P
(

sup
k∈N

Πk−1(1 +mk) > z

)
∼ Cz−ψ. (23)

We shall use the above together with an elementary result attributed to Breiman, see [4].

Lemma 8.4. (Breiman’s lemma) Assume X, Y are nonnegative independent random
variables, Y is regularly varying with index ψ > 0 and one of the following condition
holds:

• E[Xψ+δ] <∞ for some δ > 0,

• P(Y > x) ∼ c0x
−ψ as x→∞ for some c0 > 0 and E[Xψ] <∞.

Then
P(XY > z) ∼ E[Xψ]P(Y > z) for z →∞.

We apply this lemma for X = Zσ1{σ<ν} and Y = maxσ≤k Πσ,k−1(1 + mk). Note that X
and Y are independent, also the second point is met due to equation (23) and Lemma
7.3. Now,

P
(
Zσ max

σ≤k
(Πσ,k−1 + Πσ,k) > z, σ < ν

)
= P

(
Zσ1{σ<ν}max

σ≤k
(Πσ,k−1 + Πσ,k) > z

)
=

P
(
Zσ1{σ<ν}max

σ≤k
Πσ,k−1(1 +mk) > z

)
∼ E[Zψ

σ ;σ < ν]P
(

max
σ≤k

Πσ,k−1(1 +mk) > z

)
=

E[Zψ
σ ;σ < ν]P

(
max
k∈N

Πk−1(1 +mk) > z

)
∼ Cz−ψ E[Zψ

σ ;σ < ν].

The proof of Fact 8.3 is complete.

Facts 8.2 and 8.3 together with Lemma 7.3 yield

Fact 8.5.

P
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k) ≥ z

)
∼ Cz−ψ. (24)

Proof. Fix ε ∈ (0, 1). Let

A = max
σ<k

(Sσ,k−1 + Sσ,k) and B = Zσ max
σ≤k

(Πσ,k−1 + Πσ,k).

On the set σ < ν

Cz−ψ(1 + ε)−ψ − Cεz−ψ ∼ P (B > z(1 + ε))− Cεz−ψ =

P (B > z(1 + ε), A ≥ z) + P (B > z(1 + ε), A < z)− Cεz−ψ ≤
P (A ≥ z) + P (|A−B| > εz)− Cεz−ψ ≤ (Fact 8.2)

P (A ≥ z) =

P (A ≥ z,B ≥ z(1− ε)) + P (A ≥ z, B < z(1− ε)) ≤
P (B ≥ z(1− ε)) + P (|A−B| > zε) ≤
P (B ≥ z(1− ε)) + Cεz−ψ ∼ Cz−ψ(1− ε)−ψ + Cεz−ψ

By sending ε→ 0, the fact is proved.

15



Now we are ready to prove the lemma. By combining equations (17), (18), (19), (20),
Fact 8.5 and increasing y if needed, we obtain

C − ε ≤yψP
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k) ≥ y

)
≤

yψP
(

max
k≤ν

(Zk−1 + Zk) ≥ y

)
≤

yψP
(

max
σ<k<ν

(Sσ,k−1 + Sσ,k) ≥ y(1− ε)
)

+ yψεy−ψ ≤ C(1− ε)−ψ + 2ε.

By taking arbitrarily small ε > 0, the lemma is proved.

Now we are ready to prove our main result - Theorem 4.1.

Theorem. Assume (3), (4) and (5), then, for y > 0,

P
(
η∗(n)

n1/ψ
> y

)
n→∞−−−→ 1− exp(−Cy−ψ)

for some constant C.

Proof. We introduce stopping times

ν0 = 0, νn+1 = min{t > νn : Zt = 0}, ν = ν1.

These are successive epochs at which no offspring from a generation at previous epoch
is produced. The process Zt starts afresh at those times with one new immigrant. By
Lemma 7.1, E[ν] <∞. Note that the random variables {νn − νn−1}∞n=1 are i.i.d.. Hence,
by the weak law of large numbers, νn

n
converges in probability to E[ν]. Namely,

Fact 8.6. For ε > 0,

P
(∣∣∣νn
n
− E[ν]

∣∣∣ > ε
)

n→∞−−−→ 0.

From there, we easily obtain a corollary.

Corollary 8.6.1. For δ > 0,

P
(
νdn(1+δ)E[ν] e

≤ n

)
n→∞−−−→ 0.

Proof. Fix δ > 0. Let ε = E[ν] δ
1+δ

> 0 and m = m(n, δ) = dn1+δ
E[ν]
e. Now, for n ∈ N,

P
(
νdn(1+δ)E[ν] e

≤ n

)
= P

(νm
m
≤ n

m

)
= P

(
E[ν]− n

m
≤ E[ν]− νm

m

)
≤

P
(
E[ν]− n

m
≤
∣∣∣E[ν]− νm

m

∣∣∣) ≤ P
(
ε ≤

∣∣∣E[ν]− νm
m

∣∣∣) m→∞−−−→ 0.
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Recall that, by Lemma 4.3 and Fact 4.2,

lim
n

P
(
η∗(n)

n1/ψ
> y

)
= lim

n
P
(

max
k≤n

(Zk−1 + Zk) > yn
1/ψ

)
, (25)

provided that the latter limit exists. We now prove that the latter limit exists and we
compute it. Let

Ui =

{
max

νi−1<k≤νi
(Zk−1 + Zk) > yn

1/ψ

}
.

Note that sets {Ui} are i.i.d. and by Lemma 8.1

P (Ui) ∼
Cy−ψ

n
for a fixed y and n→∞. (26)

Now, we are ready to prove the theorem. Fix δ > 0. Again, use m = m(n, δ) = dn(1+δ)
E[ν]
e

to simplify the formulae.

lim sup
n

P
(

max
k≤n

(Zk−1 + Zk) > yn
1/ψ

)
≤

lim sup
n

P
(

max
k≤n

(Zk−1 + Zk) > yn
1/ψ, νdn(1+δ)E[ν] e

> n

)
+ lim sup

n
P
(
νdn(1+δ)E[ν] e

≤ n

)
≤

(substitute m into the left part and apply Corollary 8.6.1 to the right part)

lim sup
n

P
(

max
k≤νm

(Zk−1 + Zk) > yn
1/ψ

)
+ 0 =

lim sup
n

P

(
m⋃
i=1

Ui

)
= 1− P

(
m⋂
i=1

U c
i

)
= 1−

m∏
i=1

(1− P (Ui)) = 1− (1− P (U1))m =

1− (1− P (U1))
1

P(U1)
P(U1)

Cy−ψ
n

Cy−ψ
n
dn(1+δ)E[ν] e n→∞−−−→ 1− exp

(
−Cy

−ψ(1 + δ)

E[ν]

)
But δ > 0 can be arbitrarily small, so

lim sup
n

P
(

max
k≤n

(Zk−1 + Zk) > yn
1/ψ

)
≤ 1− exp

(
−Cy

−ψ

E[ν]

)
. (27)

It remains to bound limit inferior from below. To do so we proceed as before.

Corollary 8.6.2. For δ ∈ (0, 1),

P
(
νbn(1−δ)E[ν] c

≥ n

)
n→∞−−−→ 0.

Proof. Fix δ ∈ (0, 1). Let ε = E[ν] δ
1−δ > 0 and m = m(n, δ) = bn1−δ

E[ν]
c. For n ∈ N,

P
(
νbn(1−δ)E[ν] c

≥ n

)
= P

(νm
m
≥ n

m

)
= P

(νm
m
− E[ν] ≥ n

m
− E[ν]

)
≤

P
(∣∣∣νm
m
− E[ν]

∣∣∣ ≥ n

m
− E[ν]

)
≤ P

(∣∣∣νm
m
− E[ν]

∣∣∣ ≥ ε
)

m→∞−−−→ 0.
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Now, fix δ ∈ (0, 1). Again, use m = m(n, δ) = bn(1−δ)
E[ν]
c to simplify the formulae. By

Corollary 8.6.2, we have

P (νm ≥ n) < δ for large enough n.

Hence,

P
(

max
k≤n

(Zk−1 + Zk) > yn
1/ψ

)
+ δ ≥ P

(
max
k≤n

(Zk−1 + Zk) > yn
1/ψ, νm < n

)
+ δ ≥

P
(

max
k≤νm

(Zk−1 + Zk) > yn
1/ψ, νm < n

)
+ P (νm ≥ n) ≥

P
(

max
k≤νm

(Zk−1 + Zk) > yn
1/ψ, νm < n

)
+ P

(
max
k≤νm

(Zk−1 + Zk) > yn
1/ψ, νm ≥ n

)
=

P
(

max
k≤νm

(Zk−1 + Zk) > yn
1/ψ

)
n→∞−−−→ 1− exp

(
−Cy

−ψ(1− δ)
E[ν]

)
But δ can be arbitrarily small, so

lim inf
n

P
(

max
k≤n

(Zk−1 + Zk) > yn
1/ψ

)
≥ 1− exp

(
−Cy

−ψ

E[ν]

)
. (28)

By combining equations (25), (27) and (28), it follows that

lim
n

P
(
η∗(n)

n1/ψ
> y

)
= lim

n
P
(

max
k≤n

(Zk−1 + Zk)yn
1/ψ

)
= 1− exp

(
−Cy

−ψ

E[ν]

)
,

which completes the proof.

9 Applications

In this section we present a corollary that follows easily from Theorem 4.1. The previously
presented result describes favourite points of a walk which is stopped at the first moment
of reaching a point n. (Using stopping time Tn allowed us to take advantage of the
correspondence between walks and branching processes.) Now, we shall describe a walk
stopped after making exactly n moves. Let

γ(x, n) = |{k ≤ n : Xk = x}| for x ∈ Z,
γ∗(n) = sup

x∈Z
γ(x, n).

Note that
γ∗(Tn) = η∗(n). (29)

We need to slightly narrow our former assumptions. We still assume that

E[log 1−α0

α0
] < 0 (30)

so that the walk escapes to infinity but we also assume that

E[1−α0

α0
] < 1 (31)

which implies that limn→∞
Tn
n

= g P a.a. and g ≥ 1, see the proof of theorem 2.4 in
[12]. Furthermore we assume that ψ from (4) and (5) is greater that 1, i.e.

ψ ∈ (1, 2). (32)
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Theorem 9.1. Assume (30), (31) and (32), then, for y > 0,

P
(
γ∗(n)

n1/ψ
> y

)
n→∞−−−→ 1− exp(−C ′y−ψ) (33)

for some constant C ′.

Proof. Recall that, under (31),

lim
n→∞

Tn
n

= g <∞.

We shall compare γ∗(gn) with γ∗(Tn). For any fixed point x, the number of visits to
that point between times gn and Tn (whichever happens first) cannot be greater than
|gn− Tn|, hence

|γ∗(gn)− γ∗(Tn)|
n

≤ |gn− Tn|
n

n→∞−−−→ 0. P a.a. (34)

Fix ε > 0.

P
(
γ∗(gn)

n1/ψ
> y

)
=

P
(
γ∗(gn)

n1/ψ
> y,

γ∗(Tn)

n1/ψ
> y(1− ε)

)
+ P

(
γ∗(gn)

n1/ψ
> y,

γ∗(Tn)

n1/ψ
≤ y(1− ε)

)
≤

P
(
γ∗(Tn)

n1/ψ
> y(1− ε)

)
+ P

(
|γ∗(Tn)− γ∗(gn)|

n1/ψ
> εy

)
((29) and (34)) ≤

P
(
η∗(n)

n1/ψ
> y(1− ε)

)
+ P

(
|Tn − gn|

n
> εyn1−1/ψ

)
n→∞−−−→ 1− exp(−Cy−ψ(1− ε)−ψ)

(35)
because, by our main result, Theorem 4.1,

P
(
η∗(n)

n1/ψ
> y(1− ε)

)
n→∞−−−→ 1− exp(−Cy−ψ(1− ε)−ψ).

Furthermore the limit in equation (34) and the fact that ψ > 1 imply that

P
(
|Tn − gn|

n
> εyn1−1/ψ

)
n→∞−−−→ 0.

From (35), by sending ε→ 0,

lim sup
n→∞

P
(
γ∗(gn)

n1/ψ
> y

)
≤ 1− exp(−Cy−ψ). (36)

We estimate limit inferior in a very similar manner. Fix ε > 0. Take N large enough so
that

P
(
|Tn − gn|

n
> εyn1−1/ψ

)
< ε for n > N.
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Now, for n > N ,

P
(
γ∗(gn)

n1/ψ
> y

)
+ ε ≥

P
(
γ∗(gn)

n1/ψ
> y,

γ∗(Tn)

n1/ψ
> y(1 + ε)

)
+ P

(
|Tn − gn|

n
> εyn1−1/ψ

)
≥

P
(
γ∗(gn)

n1/ψ
> y,

γ∗(Tn)

n1/ψ
> y(1 + ε)

)
+ P

(
γ∗(gn)

n1/ψ
≤ y,

γ∗(Tn)

n1/ψ
> y(1 + ε)

)
=

P
(
γ∗(Tn)

n1/ψ
> y(1 + ε)

)
n→∞−−−→ 1− exp(−Cy−ψ(1 + ε)−ψ).

(37)

By sending ε→ 0, we obtain

lim inf
n→∞

P
(
γ∗(gn)

n1/ψ
> y

)
≥ 1− exp(−Cy−ψ). (38)

Hence, from (36) and (38),

lim
n→∞

P
(
γ∗(gn)

n1/ψ
> y

)
= 1− exp(−Cy−ψ).

Or, substituting m = gn and C ′ = C
g

,

lim
m→∞

P
(
γ∗(m)

m1/ψ
> y

)
= 1− exp(−C ′y−ψ).

The proof is complete.

10 Miscellaneous facts

Below, we provide some easy facts that are helpful in proving other theorems.

Fact 10.1. Let {xn} and {yn} be two unbounded sequences of non-negative numbers such
that |xn − yn|

n→∞−−−→ 0. Let

mx
n = max{x1, . . . , xn} and my

n = max{y1, . . . , yn}.

Then
|mx

n −my
n|

n→∞−−−→ 0.

Proof. The proof is quite straightforward. Fix ε > 0. There is N0, such that |xn − yn| < ε
for all n > N0. Let

N1 = min{n > N0 : xn > mx
n−1} and N2 = min{n > N1 : yn > my

n−1}.

Such N1 and N2 exist because sequences {xn} and {yn} are non-negative and unbounded.
Take any n > N2. Let k, l be such that mx

n = xk and my
n = yl. By the definition of N1

and N2, k, l > N0. Without loss of generality l ≤ k. Now

|mx
n −my

n| = |xk − yl| =

{
xk − yl ≤ xk − yk < ε if xk > yl,

yl − xk ≤ yl − xl < ε otherwise.
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Fact 10.2. If An converges in distribution to X and the absolute differences between An
and Bn converges to 0 in probability, then Bn converges to X in distribution, i.e.

An
n→∞−−−→
d

X ∧ |An −Bn|
n→∞−−−→
p

0 =⇒ Bn
n→∞−−−→
d

X.

Proof. See [15], theorem 2.7.
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